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We demonstrate rapid loading of a magneto-optical trap (MOT) of cadmium atoms from a pulsed
cryogenic helium buffer gas beam, overcoming strong photoionization losses. Using the 1S0 → 1P1

transition at 229 nm, we capture up to 1.1(2)× 107 112Cd atoms in 10 ms, achieving a peak density
of 2.5 × 1011cm−3 and a phase-space density of 2 × 10−9. The large scattering force in the deep
ultraviolet enables Zeeman slowing within 5 cm of the trap, yielding a capture velocity exceeding
200 m/s. We measure the MOT trap frequency and damping constant, and determine the absolute
photoionization cross section of the 1P1 state. Photoionization losses are mitigated via dynamic
detuning of the trapping light’s frequency, allowing efficient accumulation of multiple atomic pulses.
Our results demonstrate the benefits of deep-UV (DUV) transitions and cryogenic beams for loading
high-density MOTs, especially for species with significant loss channels in their main cooling cycle.
The cadmium MOT provides a robust testbed that benchmarks our DUV laser cooling system and
establishes the foundation for trapping and cooling polar AlF molecules, which share many optical
and structural properties with Cd.

I. INTRODUCTION

Laser-cooled alkaline-earth and alkaline-earth-like
atoms are widely used for applications in optical atomic
clocks [1–4], atom interferometry [5–9], quantum infor-
mation simulation and computation [10–16], and the
search for new physics beyond the Standard Model of
particle physics [17, 18]. Interest in laser cooling Zn [19],
Cd [20–27] and Hg [28] has grown due to their low sen-
sitivity to black body radiation-induced ac Stark shifts
[29], a key source of uncertainty in optical lattice clocks
[1]. Clocks based on these atomic species promise to be
accurate, compact, and portable [23]. Cd, in particular,
has six stable bosonic and two fermionic isotopes, mak-
ing it a prime candidate for precise isotope shift spec-
troscopy to search for new physics beyond the Standard
Model [30].

The (5s2)1S0 → (5s5p)1P1 (229 nm) transition in
cadmium is the shortest transition wavelength magneto-
optical trap (MOT) [20, 21, 23] to date, inspiring and
guiding efforts to trap using analogous transitions in Zn
(213.8 nm) [19], Hg (185 nm) [28] and the diatomic po-
lar molecule AlF (227.5 nm) [31, 32]. The combination
of a short excited-state lifetime (τ = 1.60(5) ns for the
1P1 state of Cd [33]) with a short transition wavelength
results in a large radiation pressure force. The mini-
mum stopping distance for particles moving with an ini-
tial speed of 200 m/s is about 4 mm, enabling compact se-
tups and the rapid loading of large MOTs. Moreover, the
small photon-absorption cross-section in the deep ultra-
violet (DUV) reduces radiation-trapping effects enabling
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high-density MOTs [23].
We choose to study Cd not only for its metrological in-

terest, but also as a proxy for the laser-coolable molecule
AlF, which shares similar DUV transitions while pos-
ing additional challenges due to a complex internal level
structure [32]. Cd enables systematic studies of MOT
loading, radiation pressure slowing, and accumulation
dynamics that can inform future molecule-based exper-
iments. Figure 1a) illustrates the relevant energy-level
structure of the Cd isotopes. The six bosonic isotopes
are free of hyperfine structure, whereas the two fermionic
isotopes, with nuclear spin IN = 1/2, have a hyper-
fine splitting of approximately 290 MHz in the 1P1 ex-
cited state. The boson resonance lines are separated by
300 − 500 MHz and partially overlap with those of the
fermions; we recently reported accurate isotope shift and
hyperfine structure measurements [33] and draw on these
in our analysis of the MOT.
While conventional DUV Cd MOTs are loaded from

a thermal vapor [20, 23], this loading method is funda-
mentally limited by photoionization losses from the 1P1

state. One solution is to avoid excitation on the 229 nm
transition entirely and instead trap atoms using a combi-
nation of the narrow 326 nm 1S0 → 3P1 intercombination
line with the broader 361 nm 3P2 → 3D3 transition [27].
A similar two-stage strategy has also been proposed and
simulated in detail [9]. These approaches eliminate or
minimize photoionization losses while retaining efficient
laser cooling.
Here, we demonstrate an alternative solution: rapid

and efficient loading of a Cd MOT from a cryogenic he-
lium buffer gas-cooled, pulsed atomic beam. Buffer gas
sources are rarely used to load atomic MOTs, but in cer-
tain circumstances can offer valuable advantages. One
example is the loading of refractory elements, for which
very high temperatures are required to generate a ther-
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mal beam; examples include Yb [34, 35], Er [35, 36], Cr
[37], Ho [35, 38], Tm [35, 39] and Dy [40] with many more
transition metal species currently being considered [41].
Another instance occurs when a loss channel in the laser
cooling scheme limits the lifetime in a MOT, meaning
that loading with a short, intense, pulse is highly desir-
able to maximize the number of trapped particles. This
is especially beneficial when loading molecular MOTs,
where losses to excited vibrational levels in the electronic
ground state are unavoidable [42–48]. A further advan-
tage of fast loading is the significant reduction in the
experimental cycle time, by minimizing dead time and
increasing the achievable repetition rate.

Photoionization limits the achievable density and life-
time of cadmium MOTs operating in the DUV, particu-
larly when loaded from a thermal vapor source [20]. In
contrast, using an intense, pulsed, and slow buffer gas
beam of Cd, we achieve a phase-space density of 2×10−9

within just 10 ms, corresponding to a MOT loading rate
exceeding 109 s−1, 100 times faster than previously re-
ported Cd MOTs [23, 27]. To mitigate photoionization
losses, we detune the trapping light further from reso-
nance immediately after loading, enabling the accumula-
tion of multiple atomic pulses. The large radiation pres-
sure when exciting the 1S0 → 1P1 also allows the MOT
magnetic field to serve as an integrated Zeeman slower.
Together, these features yield a highly compact system,
with the combined trap and slower occupying just 0.2
liters.

II. EXPERIMENTAL SETUP AND
SIMULATIONS

As part of a close collaboration, we built two nearly
identical experimental setups, the first at the Fritz Haber
Institute (FHI) in Berlin, and a second at Imperial Col-
lege London (ICL). Most experiments presented here
have been performed at the FHI, while a subset have
been reproduced at ICL. Figure 1b) shows a schematic of
the setup. We produce a pulsed Cd beam in a cryogenic
helium buffer gas source [49, 50] and load atoms into the
MOT in a second, differentially pumped chamber. To
characterize the MOT, we detect the fluorescence with ei-
ther a DUV-sensitive photomultiplier tube (PMT), EM-
CCD camera or a CMOS camera with a rolling shut-
ter. The EM-CCD camera can also be used to image
absorption of a low-intensity probe laser interacting with
the trapped atoms. Without helium buffer gas flowing
into the source, the pressure of the trap chamber reaches
1×10−9 mbar. After MOT loading, an in-vacuum shutter
blocks the helium, maintaining a steady-state pressure
below 5 × 10−9 mbar. If needed, the base pressure can
be further reduced by improving the differential pumping
between the source and trap chambers.

Each experiment begins with a pulse of ablation light
from an Nd:YAG laser (1064 nm), which is gently focused
onto a Cd metal target inside the buffer gas cell. The

target comprises an Al holder that contains a Cd sam-
ple of natural isotopic abundance. Ablated Cd atoms are
cooled with 3 K He buffer gas, and exit the cell as a short
pulse (≈ 1 ms) of atoms with a forward velocity distri-
bution centered around 130 m/s and with a full width
at half maximum of 60 m/s. Firing the ablation laser
defines t = 0.

Our MOT is placed 40 cm from the exit of the buffer
gas cell, so that the typical flight time between the source
and the trap is 3 ms. The required quadrupole magnetic
field is generated by two permanent ferrite ring magnets
with magnetization ±Mz⃗, whose centers are positioned
at ±12.5 mm along the z-axis. We use magnets of thick-
ness 9 mm, outer diameter 40 mm, and |M | = 290 kA/m,
and cut the inner diameter of the bore di to adjust the
field profile. Figure 1c) shows the measured field com-
ponent Bx along the x-axis for the two different mag-
net sets compared to a finite element model. Magnet
set I has di = 22 mm and a radial magnetic field gra-
dient A = dBx/dx = 250 G/cm, shown in red in the
figure; magnet set II has di = 30 mm, resulting in
A = 145 G/cm. A dispenser source containing Cd with
natural abundance is mounted about 10 cm from the cen-
ter of the MOT chamber. This allows us to compare our
buffer-gas-beam-loaded MOT with the more commonly
used dispenser-loaded MOT [23].

At FHI, we generate the laser light at 229 nm us-
ing two frequency-quadrupled continuous-wave titanium-
sapphire (Ti:Sa) systems, each capable of generating up
to 250 mW, of which we typically use 40 − 100 mW.
The fundamental light of each Ti:Sa near 915 nm is
frequency stabilized to below 1 MHz via a HighFinesse
WS8-10 wavemeter referenced to a calibrated, frequency-
stabilized HeNe laser at 633 nm. The output mode of the
229 nm light is elliptical with an aspect ratio of about 3.
At ICL, we frequency-quadruple vertical external cavity
surface emitting lasers (Vexlum Valo SF) in custom-made
doubling cavities (Agile Optic) to generate 250 mW near
229 nm. The fundamental light is stabilized to a WS8-10
wavemeter referenced to a laser whose frequency is locked
to a transition in Rb with a wavelength close to 780 nm.

The MOT laser beam is shaped to be approximately
Gaussian (TEM00 mode) with a 1/e2 diameter of 3.5 mm,
and split into two paths at the experiment. One path
provides the trapping light along z, and the other path
provides the trapping light in the x, y plane. This light
circulates the chamber in a “folded-beam” configuration,
before being retro-reflected (see Figure 1b). This beam
configuration is a compromise between maximizing the
total intensity of the trapping light, and sufficient bal-
ancing of the forward and retro-reflected laser intensities.
By minimizing the number of optical elements between
the laser output and the MOT, we reduce unwanted bire-
fringence, losses, and beam distortions.

We estimate the total peak intensity at the centre
of the trap, including transmission losses, to be I =
2.2 W/cm2. Optical shutters outside the vacuum cham-
ber block the laser light when not needed, to reduce
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FIG. 1. a) Diagram of the relevant Cd energy levels, for bosonic (left) and fermionic (right) isotopes. b) Experimental setup:
Cd atoms are captured in a MOT from a laser-slowed, pulsed cryogenic helium buffer gas beam or from a background vapor.
Fluorescence from the atomic beam and the MOT is imaged onto a photomultiplier tube or camera. An optional low-intensity
probe beam is used to image absorption by the trapped atoms onto the camera. The magnetic field is produced by permanent
ring magnets. c) Magnetic field profile of the trapping magnets showing the radial component Bx along the x-axis near
the MOT center. Measurements (points) are compared with a finite element simulation (solid curves). The right axis plots
vBx = µBBx/(hλ), which is the atomic velocity whose Doppler shift compensates the Zeeman shift of the state mF ′ = +1, with
the quantization axis along x. The red shaded bar indicates the span of the transition linewidth in these units. d) Simulations:
pyLCP trajectory simulations of the Zeeman slower and MOT, with magnet set I. White trajectories indicate successful capture.

DUV-induced damage to the vacuum viewports.

The second laser provides the slowing light, which
counter-propagates relative to the atomic beam. We use
approximately 40 mW of laser power and a peak inten-
sity of 0.4 W/cm2. This light is turned off at t = 10 ms
after loading the MOT. An important aspect of the setup
is the effect of the slowing laser in the region 5 cm from
the MOT center, in the exterior region of the ring mag-
nets, as shown in figure 1c). The scale of the right axis
shows vBx

= µBBxmF ′λ/h, which is the velocity along
x required to compensate the Zeeman shift of the 1P1

excited states and ensure that a Cd atom remains in res-
onance with a laser traveling along x. We see that in the
region −5 cm< (x− xMOT) < −2 cm, the Zeeman shift
of magnet set I is sufficient to cover a velocity range of
140 m/s, and enough to bring the fastest atoms from the
source below 50 m/s. The shaded red bar in the figure
has a width Γ/k = 23 m/s and represents the veloc-
ity range within ±Γ/2 of the resonance condition. Here,

Γ = 1/τ is the spontaneous decay rate and k = 2π/λ,
with λ = 228.87 nm. The broad transition linewidth
(Γ/(2π) = 99.7(3.4) MHz [33]) significantly relaxes con-
straints on the magnetic field profile for effective Zeeman
slowing.

To help understand the performance of our MOT,
we implemented trajectory simulations using the pyLCP
code package [51]. The simulations contain isotope-
specific information such as the transition isotope shifts,
hyperfine structure and relative natural abundances, the
three-dimensional profile of the trapping magnets, and
the laser geometry as illustrated in Figures 1b) and c).
Figure 1d) shows the calculated force along x in (x, vx)
space for the 112Cd isotope and magnet set I. The de-
tuning of the trapping laser frequency from resonance is
∆MOT/(2π) = −150 MHz, the detuning of the slower
laser frequency is ∆slower/(2π) = −990 MHz and its po-
larization is chosen as the correct circular handedness for
Zeeman slowing along x. The slowing laser produces a
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region of force which is always negative (slowing), but
whose resonant velocity follows the Zeeman shift of the
F ′ = 1,mF ′ = +1 Zeeman sub-level of the excited state.
The MOT laser light generates the region of force within
a few mm of the trap center. To simulate capture from
the atomic beam, we overlay trajectory simulations for
atoms launched 20 cm from the MOT center, with a range
of initial velocities vx typical for a cryogenic buffer gas
beam. The white trajectories are successfully captured in
the MOT. The simulations predict that the capture ve-
locity of the MOT is 246 m/s with and 105 m/s without
the Zeeman slower, respectively.

III. RESULTS

A. Trap loading and MOT properties

Figure 2a) shows fluorescence traces recorded with the
PMT during MOT loading. The blue trace corresponds
to loading from the buffer gas beam, with both slowing
and trapping light present and beam polarizations opti-
mized for MOT operation. The signal decays with a 1/e
lifetime of 150 ms, primarily limited by photoionization
losses (see Section III C). The red trace shows MOT load-
ing from a Cd dispenser and without the use of a slowing
laser. In both cases, the trapping laser intensity and de-
tuning ∆MOT are identical. After 10 ms, the number of
atoms loaded into the MOT from the buffer gas beam is
ten times larger than loaded from the dispenser.

The inset to figure 2a) shows a false colour camera im-
age of 112Cd MOT fluorescence, integrated over 0 ms<
t < 50 ms. The parameters used to load the MOT shown
in the image are ∆MOT/(2π) = −145 MHz and s =
I/Isat ≈ 2, where Isat = πhcΓ/3λ3 = 1.08 W/cm2 is the
two-level saturation intensity. The number of photons de-
tected by the camera is given by nph = NMOTtexpRscα,
where texp = 50 ms is the exposure time, α = 1.3× 10−6

is the total detection efficiency of the imaging system
and camera and Rsc is the mean scattering rate averaged
over the trap. For the image in figure 2a), the value of
α includes a neutral density filter of optical depth 2.0 to
prevent camera saturation. We estimate Rsc using rate
equations for atoms in the MOT and assume isotropic
emission of the fluorescence. For the bosonic isotopes,
there is a single ground state and three excited states,
and we find,

Rsc =
Γeff

2

seff
1 + seff + 4∆2

MOT/Γ
2
, (1)

where we have used the effective spontaneous decay
rate Γeff = 3Γ/2 and the effective saturation parame-
ter seff = 2s/3 to give an expression analogous to that
of a two-level system. Here, we assume that the total
scattering rate does not change across the MOT and the
total peak intensity is I = sIsat. For the trap parameters
for the MOT shown in figure 2a), we find Rsc = 0.082Γ,

about 5% larger than when predicted assuming a two-
level system driven by the total intensity. The result is
that the camera detects 3.4 photons per atom over the
exposure time, and we estimate NMOT = 1.2× 106.
An alternative method of measuring the number of

trapped atoms is via their absorption of a low-intensity
probe beam. A false color image of the absorption
shadow from a 112Cd MOT is shown as an additional
inset to figure 2a), where the probe beam intensity is
0.1Isat. We image the atoms with the trapping light
switched on to prevent rapid expansion of the cloud re-
sulting from the high Doppler temperature (see below) or
excessive displacement of the cloud by the probe beam.
The probe beam is switched on for 0.2 ms using an
acousto-optic modulator. A short exposure time mini-
mizes fluorescence from the MOT beams collected onto
the camera. The absorption at pixel i on the camera, Ai,
is calculated as

Ai = −ln(Ii/Ii,0) = nσabs (2)

where Ii and Ii,0 are the pixel intensity values with
and without atoms in the MOT, n is the number of
atoms per unit area and σabs the absorption cross-section.
The resonant absorption cross-section σ0 = 3λ2/2π =
2.5 × 10−10 cm2 for the Cd bosons, around one order
of magnitude smaller than for the D2 transitions in al-
kali atoms. Broadening due to the velocity distribu-
tion and the magnetic fields sampled in the trap is ne-
glected (i.e. σabs = σ0), setting a lower bound to NMOT.
To arrive at our estimate of the number of atoms, we
calculate the sum p2/σabsΣiAi over the absorption im-
age, where p = 13 µm is the pixel size, which yields
NMOT = 1.1(2) × 107 (with an uncertainty of 10% on
the size of the MOT). This number is about a factor of
nine larger than the value obtained from fluorescence,
and we consider the absorption measurement superior;
it does not rely on the precise knowledge of the laser
intensity, efficiency of the collection optics and is not af-
fected by radiation trapping effects. In addition, the to-
tal intensity seen by the atoms can be significantly lower
than the measured peak intensity of the MOT beams.
Due to the relatively small size of the MOT beams and
high magnetic field gradient, efficiently overlapping them
and aligning them to the magnetic field zero is challeng-
ing and the exact location where the MOT forms is not
known.

Figure 2b), upper panel, shows the fluorescence sig-
nal from the MOT between 100 ms< t < 200 ms versus
the trapping laser frequency. The solid red (blue) lines
are taken with (without) the slower laser applied, with
∆slower/(2π) = −700 MHz which is optimal for trapping
112Cd. The dashed lines indicate transition frequencies
of the different Cd isotopes, and we indicate the excited
state total angular momentum quantum number F ′ for
the fermions. All bosonic isotopes are trapped over a
detuning range −2Γ < ∆MOT < 0 from their respec-
tive transition resonance. Pointing downwards in figure
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2b) are the results of a Monte Carlo trajectory simula-
tion of the MOT loading. The initial forward velocity
vx in the simulations is sampled from a Gaussian veloc-
ity distribution representative of the atomic beam (the
most probable velocity, v̄x = 130m/s, with a full width
at half maximum of 60m/s), and the transverse velocity

(perpendicular to x),
(
v2y + v2z

)1/2
is sampled from a top-

hat distribution centered around 0 m/s with a range of
14 m/s. To account for experimental misalignment, the
slower beam within the simulation is angled by 1.5 mrad
relative to the molecular beam axis. Each simulated data
point is the result of 5× 104 trajectories per Cd isotope,
and we count the number of atoms that satisfy the con-
ditions x2 + y2 + z2 < 2× 10−2 mm2, v2x + v2y + v2z < 0.2

m2/s2. The simulations qualitatively reproduce the ex-
perimental observations, predicting that the slowing laser
enhances the number of 112Cd atoms in the MOT about
tenfold over the range of detunings used in the exper-
iment. Since the 110Cd (112Cd) resonance almost ex-
actly coincides with the 111Cd (113Cd) resonance with
F ′ = 3/2, we rely on the simulations to estimate the ratio
of the bosonic to fermionic isotopes at the optimum trap
laser detuning. The simulations predict that with ∆MOT

and ∆slower optimised for 112Cd, there is a negligible frac-
tion of 113Cd trapped, but if ∆MOT/(2π) = −350 MHz
with respect to the 112Cd resonance, 113Cd can be loaded
into the trap. The slower laser significantly increases the
number of 113Cd atoms loaded at this value of ∆MOT,
since our choice of ∆slower is suitable for slowing both
112Cd and 113Cd. In contrast, ∆slower is too large to
significantly improve the loading of 111Cd and actively

inhibits loading 116Cd into the trap.

B. Trap frequency and damping constant

Similarly to MOTs of Ca [52], Mg [53], and Sr [54], the
simple structure of the Cd bosons means that motion
in the trap should be well described by Doppler cooling
theory. This contrasts the MOTs of alkali atoms where
sub-Doppler cooling forces lead to a substantial increase
in the damping constant and complicate the modeling of
in-trap dynamics [55]. To measure the trap frequency
and damping constant of our MOT, we push the atoms
to a velocity of 3− 5 m/s along x using a 50 µs pulse of
near-resonant light from the slower laser. We then ob-
serve damped harmonic motion of the atomic cloud via
its fluorescence image on the camera. Our temporal reso-
lution is set by the minimum readout time for each row of
camera pixels of 10 µs. The readout of the region cover-
ing the atomic cloud takes 500 µs in total, approximately
half the oscillation period in the trap. As a result, each
row of pixels captures part of the cloud with a specific
time delay relative to the push laser pulse, and the mo-
tion is visible within a single frame. Figure 3a) shows
a set of camera images that illustrate this effect, where
the delay between the push laser pulse and the camera
readout is increased in 0.42 ms steps. The push pulse ap-
pears as a horizontal stripe in each image, marked by the
white arrow. Image one uses a readout delay such that
the push pulse appears at the bottom (i.e. late in the
exposure), meaning that the atoms appear undisturbed.
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FIG. 3. Center-of-mass oscillations of the atomic cloud fol-
lowing a momentum kick along the −x direction applied via
a short push laser pulse. a) Fluorescence images showing the
oscillatory motion for a large excursion (using magnet set II).
The delay between the push pulse and the start of camera
readout is incremented in steps of 0.42 ms across the sequence.
Due to the rolling shutter, each image exhibits a vertical time
gradient: the 10 µs readout time per row causes the top of
each image to be captured earlier than the bottom. The push
pulse appears as a narrow horizontal band (highlighted with a
white arrow) and moves upwards through the image sequence
as the delay increases. b) and c) Center-of-mass position of
the cloud, extracted from a narrow horizontal slice of each
image, plotted versus the camera delay time. Two different
MOT configurations are shown. Blue (red) points correspond
to measurements taken before (after) the application of the
push pulse. The solid black lines are fits to a damped har-
monic oscillator model described in the main text.

In images two to six, the push laser pulse occurs during
or before the atomic fluorescence is recorded, leading to
a bright horizontal stripe of fluorescence in the image,
with the subsequent motion of the cloud being captured.
To extract the motion of the cloud from the camera

images, we select three pixel columns near the cloud
center and vary the readout time of this region rela-
tive to the application of the push laser beam. Figure
3b) shows the center-of-mass within the range of inter-
est as a function of time, using magnet set I. Damped
oscillations following the push laser pulse are clearly vis-
ible. The black solid lines show fits to the equation

x(t) = a exp[−βt/2] cos
[√

ω2
trap − β2/4t+ ϕ0

]
, where a

is the amplitude of the oscillation and ϕ0 is a phase.
From the fit we extract the trap angular frequency
ωtrap = 4.5(1) × 103 s−1 and the damping constant
β = 2.5(1) × 103 s−1. We can calculate these constants
using a rate equation model that includes the effect of the
vertical (non-restoring) beams using the following expres-
sions:

ω2
trap = − 4

3m

∆MOT

Γ

µBAks

(ξ + 2s/3)(ξ + s/6)
, (3)

β = − 4

3m

∆MOT

Γ

ℏk2s(ξ + s/12)

ξ(ξ + 2s/3)(ξ + s/6)
. (4)

Here, A is the magnetic field gradient along the axis of
motion (x), k = 2π/λ is the angular wavenumber of the
trapping light, m is the 112Cd atomic mass and we have
defined ξ ≡ 1 + 4∆2

MOT/Γ
2 for brevity. Within the rate

equation model, ωtrap and β are independent of the di-
rection of the excursion in the x-y plane.
For our trap parameters, equations (3) and (4) predict

a trap frequency of ωtrap = 11.2×103 s−1 and a damping
constant of β = 16.0× 103 s−1. Both values significantly
exceed the experimentally observed ones. This discrep-
ancy is most likely due to imperfect spatial overlap of
the trapping beams, non-ideal beam balancing, polar-
ization imperfections, and the fact that atoms undergo
excursions from the trap center, where they experience a
reduced average intensity. These are common challenges
in MOTs operating in the DUV. The lower measured
values of ωtrap and β indicate a reduced scattering rate,
consistent with the underestimation of atom number in
the fluorescence measurement discussed above. Notably,
for our parameters, β is particularly sensitive to the exact
value of ∆MOT.
An important feature of equations (3) and (4) is that

the ratio ω2
trap/β = AµBξ/(kℏ(ξ + s/12)) depends only

weakly on both the MOT beam intensity and detuning.
Using a magnetic field gradient of A = 250G/cm, we ob-
tain a theoretical value of ω2

trap/β = 7.9× 103 s−1, which
is in good agreement with the experimentally measured
value of 8.1(5) × 103 s−1. We repeated the trap oscilla-
tion measurements with the second set of magnets for
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TABLE I. Trap angular frequency ωtrap and damping con-
stant β are determined from the fits shown in Figure 3b) and
3c) for two different sets of permanent magnets. Theoretical
values derived from Doppler theory, using equations 3 and 4
are given. The discrepancy between theory and experiment
is discussed in the text.

I (W/cm2) A (G/cm) ωtrap (103s−1) β (103s−1)
2 250 4.5(1) 2.5(1)
Theory 11.2 16
3 145 4.5(1) 5.3(1)
Theory 10.1 22.5

which A = 145 G/cm, shown in Figure 3c), using the
same value of ∆MOT and a slightly higher total peak in-
tensity I = 3 W/cm2, finding ωtrap = 4.5(1)×103s−1 and
β = 5.3(1) × 103s−1. Comparing the data in Figure 3b)
and c), the trap frequencies are equal, while the damping
constant is a factor of two larger. From equations 3 and
4, we expect a slight drop in the trap frequency (∼ 10%)
and a damping constant that is larger by 40%. Table I
summarizes the results.

From the trap frequency measurements, we estimate
the temperature of the atoms in the MOT. Using the
equipartition theorem we relate T = mω2

trap⟨x2⟩/kB ,
where ⟨x2⟩ is the mean square width of the cloud along
the axis in which ωtrap was measured. From the images
in Figure 2b), we estimate T = 6.3 mK, and a peak den-
sity at the trap center of ρ = 2.5×1011cm−3, with a peak
phase-space density of 2×10−9. These conditions are well
suited for transfer into a second-stage MOT operating on
the 66.6 kHz wide 1S0 → 3P1 intercombination transi-
tion at 326 nm [23, 27]. When our loading method is
combined with current-carrying coils for optimum trans-
fer and cooling efficiency to this second stage cooling, we
expect a significant increase in the phase-space density
compared to the current state-of the art.

C. Loss mechanisms

Similar to Mg atoms the intersystem radiative decay
channel 1P1 → 3Pj is highly unlikely and has not been
measured or detected so far. The dominant loss mecha-
nism in our MOT arises from resonant two-photon ion-
isation via the 1P1 state, as the energy of two 229 nm
photons exceeds the ionization potential of Cd. The cor-
responding loss rate is

Aion = I
σionρee
ℏω

, (5)

where σion is the photoionization cross section of the 1P1

state and ρee is the spatially averaged excited-state frac-
tion. The total atom loss rate is modeled as A = Aion +
A0, with A0 representing loss from background gas col-
lisions, assumed to be independent of the MOT parame-
ters [56]. Figure 4 shows the measured total loss rate as a
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FIG. 4. The loss rate from the MOT is dominated by two-
photon ionization. Data from two independent experiments
are shown: At FHI (blue) we determine the lifetime of a
beam-loaded MOT (∆MOT/(2π) = −150 MHz) and at ICL
(black) we measured loading rates of a dipsenser-loaded MOT
(∆MOT/(2π) = −100 MHz) as a function of the laser inten-
sity. The light blue and gray points are excluded from the fit
as the MOT became unstable. The solid curves represent fits
to the data using equation 5. The cross-sections determined
from this data are summarized in table II. The observed dif-
ference in the two datasets can be partially attributed to the
different detunings; however, the extracted cross sections still
differ by approximately three standard deviations, underscor-
ing the challenges of determining the light intensity in the
MOT.

function of the laser intensity (points) and corresponding
fits (solid curves) using equation 5. The fit allows us to
determine the absolute ionization cross-section σion. We
measured the cross-section in two independent experi-
ments, using distinct MOT parameters, laser-intensity
profiles and atom sources. The first experiment (shown
in blue), conducted at FHI, used a beam-loaded MOT,
and a detuning of ∆MOT/(2π) = −145 MHz with peak

intensities I > 1.5 W/cm
2
. The second measurement,

TABLE II. Measured photoionization cross section of the 1P1

state of Cd. The first two values are extracted from fits to the
data shown in Figure 4, and are compared to the previously
reported measurement from [20]. Quoted uncertainties rep-
resent combined statistical and systematic errors (in the final
digit). The laser intensity range used for each measurement
is also indicated.

Method σion (10−16 cm2) Intensity (W/cm2)
Beam-loaded 0.2(2) 2− 6
Dispenser-loaded 0.8(2) 0.1− 0.8
Dispenser-loaded [20] 2(1) 0.035− 0.07

performed at ICL, used a dispenser-loaded MOT (shown
in black) with a detuning of ∆MOT/(2π) = −100MHz

and a laser intensity range of 0.2 < I < 0.8W/cm
2
.

Here, we determine the loading rate of the MOT and fit
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the model N(t) = Nss(1−e−At), where Nss is the steady
state MOT population. Table II summarizes the results
and compares our measurements to those reported in ref-
erence [20]. While the statistical uncertainties from the
fits are small, the total uncertainty in our measurement is
dominated by systematic effects related to the MOT ge-
ometry, laser beam alignment, and the determination of
the intensity distribution across the atomic cloud. To ad-
dress this, we implemented camera-based beam profiling
before and after the measurement to accurately deter-
mine the spatial intensity profile. This allowed us to re-
late the peak intensity to the total beam power and apply
corrections for deviations from an ideal Gaussian mode.
Despite this, evidence from trap frequency measurements
and MOT fluorescence indicates that the atoms experi-
ence a lower average intensity than inferred from beam
profile and power measurements. This is likely due to im-
perfect overlap between the MOT and the high-intensity
region of the beams, which further contributes to the
uncertainty in estimating the effective intensity. Addi-
tionally, the power meter carries a stated uncertainty of
10%. Overall, our results are consistent with the earlier
determination by Brickman et al. [20]. Taken together,
the data reflect systematic variability across experiments.

To reduce photoionization losses in the MOT, we ex-
plored strategies that minimize the excited-state fraction
ρee after loading. One approach is to reduce the trap laser
intensity by lowering the RF drive power to an acousto-
optic modulator. However, this leads to unwanted shifts
in the beam position at the MOT location due to small
changes in the diffraction angle, rendering the method in-
effective. As an alternative, we implemented a switched-
detuning scheme in which the trapping laser frequency is
rapidly detuned further from resonance immediately af-
ter loading, while keeping the intensity I constant. This
reduces ρee without affecting beam alignment. Figure
4a) shows the MOT number and lifetime for 112Cd, as
a function of the trap laser detuning ∆MOT. The initial
atom number is optimized at ∆MOT/(2π) = −130 MHz,
whereas the longest lifetime is achieved at −210 MHz.
Based on this, we load the MOT at ∆1 = −1.5Γ and then
linearly ramp to ∆2 = −2Γ using a voltage-controlled ad-
justment of the active mirror in the Ti:Sa laser.

The benefit of this scheme becomes clear when accu-
mulating atoms from multiple pulses, as shown in Figure
5b). Here, we compare two approaches: fixed detuning
(blue) versus the switched-detuning scheme (red), for a
sequence of eight atomic pulses spaced by 100 ms. The
lower panel shows the time-dependent trap light detun-
ing ∆MOT for each loading scheme. Shortly after load-
ing each atomic pulse, the two schemes have identical
values of ∆MOT, and the trap fluorescence clearly illus-
trates the benefit of the switched-detuning scheme. At
t = 0.85 s, following the loading sequence, the trap con-
ditions are again identical. We find that the switched-
detuning scheme delivers a factor 1.6 more atoms to the
MOT compared with fixed detuning, and a factor 3.5

more atoms than loading with a single pulse. Impor-
tantly, loading the trap with short pulses enables this
gain in efficiency, and the method is ineffective in a dis-
penser loaded MOT where loading is continuous. The
scheme could be further enhanced by increasing the rep-
etition rate of the atomic beam source, by using a high-
repetition-rate YAG laser in combination with a closed
liquid helium reservoir to manage heating during oper-
ation [57]. Such an upgrade would enable even higher
MOT loading rates and is expected to result in a sub-
stantial increase in the final atom number.

IV. CONCLUSION & DISCUSSION

We have demonstrated a high-density, deep-ultraviolet
magneto-optical trap of cadmium atoms, loaded from a
cryogenic helium buffer-gas beam. The MOT captures
up to 1.1 × 107 atoms in 10 ms from a single pulse at a
loading rate exceeding 109 s−1, resulting in a peak den-
sity of 2.5 × 1011 cm−3. This performance is enabled by
the strong radiation pressure force at 229 nm and the use
of a short, integrated Zeeman slower. We have character-
ized photoionization losses and demonstrated a switched-
detuning strategy that increases the MOT atom number
by a factor of 3.5. Further improvements in the MOT
number can be expected by using an isotope-enriched
target and a higher source repetition rate. Despite sig-
nificant loss channels due to two photon ionization by the
trapping light, the performance of our Cd MOT in terms
of atom number and density approaches that of state-of-
the-art MOTs of Mg [58, 59], Ca [60–62], Sr [63–65], Yb
[66, 67], and Hg [28, 68, 69].
Our approach is readily adaptable to other atomic

species that suffer from high loss rates in the main cool-
ing cycle and offers the potential to accelerate MOT load-
ing significantly. In contrast to conventional oven-based
setups, ablation-based sources require substantially less
material of the target species, making it well suited for
experiments with rare isotopes and enriched targets.
The high number and density achieved opens the pos-

sibility to study Bose-Einstein condensates of Cd and
enables applications ranging from quantum simulation,
precision isotope shift measurements, atom interferome-
try and exploration of novel ion-neutral hybrid systems.
Narrow-line laser cooling and magic-wavelength optical

trapping of Cd have recently been demonstrated [23, 27],
establishing the core ingredients required for operating a
cadmium optical lattice clock. These results, combined
with the high atom number and fast loading rate demon-
strated here, position Cd as a promising candidate for
future clock development.
The high brightness and short pulse duration of the

buffer-gas beam make it ideally suited for loading molec-
ular species with limited photon scattering budgets. In
particular, the stable AlF molecule, like Cd, features a
DUV cooling transition and experiences comparable ra-
diation pressure forces. Notably, the brightness of our
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FIG. 5. Control of photoionization losses from the MOT. a) 112Cd MOT lifetime (red points, left axis) and MOT fluorescence
(blue points, right axis) versus the trap light detuning ∆MOT. b) Accumulation of multiple atomic pulses into the trap, for two
different configurations of the MOT. The upper panel shows the MOT fluorescence as eight successive atomic pulses are loaded
into the MOT at 100 ms intervals. The lower panel shows the time dependence of ∆MOT for the two experiments. Detuning the
trap light further from resonance after loading (red) reduces photoionization losses, increasing the number of trapped atoms
compared to fixing the detuning near the optimum for loading (blue).

112Cd beam is comparable to that of the AlF beam we
reported recently [32, 70], suggesting that similar MOT
loading strategies can be applied. We have successfully
benchmarked the DUV laser cooling system using Cd and
are now ready to extend this approach to AlF. Realizing
a MOT of AlF will require two additional DUV laser sys-
tems to re-pump the population from higher vibrational
states in the ground electronic state. The modular de-
sign of the setup presented here enables rapid switching
between Cd and AlF operation, allowing parallel develop-
ment of atomic and molecular cooling techniques within

the same apparatus.
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